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Abstract

Data mining is the process of analyzing
large data sets in order to find patterns. Mining
frequent patternsis a fundamental and crucial task in
data mining problems. The association rule mining
is needed in order to search for interesting
relationship among items from a very large database.
FP-Growth algorithm that allows mining of the

applications[2]. This process analyses customer
buying habits by finding associations between the
different items that customers place in their
“shopping basket”. Association rule mining
introduced by Rakesh Agrawal is an important
research problem in data mining field.[4] Assodiati
rule mining aims at detecting the relationship of
tupels in transaction database and serving decision
making. The basic algorithm for mining frequent
itemsets is Apriori algorithm. [3].

It generates C(candidate itemsets) in a
pass k (number of itemset ) using only; [(frequent
itemsets) in the previous pass . Hencg,c@n be
generated by joining Ly deleting those that contain
any subset that is not frequent[3]. In many cafes,
Apriori  candidate  generate—and-test method
significantly reduces the sizes of candidate sets,
leading to good performance gain. However, it can

Data mining is the process of analysis of suffer from two nontrivial costs. It may need to
raw data in the database and synthesizing it intagenerate a huge number of candidate sets and meed t
information that is useful for affective decision repeatedly scan the database and check a largé set
making. Association rule mining finds interesting candidates by pattern matching.[4].
association or correlation relationships amonggela Frequent—pattern growth (FP-growth) which
set of data items. Frequent patterns are pattbats t adopts a divide-and-conquer strategy as follows.
appear in a dataset frequently .A set of items thafFirst, it compress the database representing itetms
appear frequently together in a transaction dataset frequent pattern which retain the itemset assamiati
a frequent itemset. The supported-Order Tree isnformation. It then divides the compressed databas
constructed by extracting 1-itemsets and 2-itemseténto a set of conditional database, each associated
from all transactions. It can be constructed online with one frequent item or "pattern fragment”, and
meaning that each time a new transaction arriva, a mines each such database separately[4]. FP-growth
Support-Ordered Tree can be incrementally updated. method shows that is efficient and scalable for

In this paper, there are six sections. Sectionmining both long and short frequent pattern, and is
1 describes the introduction of this paper. Inisect about an order of magnitude faster than Apriori
2, related works for this presented system. Se@&ion algorithm[5].
describes the Background Theory used by this The Support-Ordered Tree is constructed by
system. Section 4 is the description of proposedextracting 1-itemsets and 2-itemsets from all
system architecture. In section 5, the implememiati transactions and using them to update the Support-
of this system described. Section 6 is the conofusi Ordered Tree. The Support-Ordered Tree, all
of this paper. This paper aims to analyze which cartransactions are mapped onto a tree structure.iSree
type and car parts are most frequently repaired byrdered by support count (speed up search) and
user and to understand how to extract the frequenteduces construction time. To find frequent itemmset
pattern from transaction database using FOLD-the structure is simply traversed using depth-first
Growth theory. search.[6]

frequent itemsets without candidate generation. In
this paper, implement the pattern growth approach
(FOLD-Growth) algorithm is used to analyze
transaction database in the real world.

1. I ntroduction

3. Data Minin
2. Related wor k g
o Data mining refers to extracting or mining
Mining frequent patterns are a fundamental knowledge from large amounts of data. Data mining
and essential problem in many data miningis knowledge mining from database, knowledge



extraction, data/pattern analysis, data archaeologphase, rules of the form » Y with the specified
and data dredging. In data mining, there is anotheminimum confidence are generated form frequent

popularly used term, knowledge discovery
database or KDD. Knowledge discovery as a process

consists of an interactive sequence of seven stepshe items involved in it occur together.

in itemsets.

Support of a rule is a measure of how frequently
Using

Data cleaning (to remove noise and inconsister&)dat probability notation, support (&B) = P(AUB).

, Data integration (where multiple data sources mayConfidence of a rule is the conditional probabitity

be combined) , Data selection (where data releiant B given A. Using probability notation, confidence
the analysis task are retrieved from database)ta Da (A—>B) = P(B/A) , which equal to P (AUB) / P (A).
transformation (where data are transformed orThese statistical measures can be used to rank the
consolidated into forms appropriate for mining by rules.

performing summary or aggregation operations, for

instance) , Data mining (an essential process wherg 2

intelligent methods are applied in order to extract
data patterns) , Pattern evaluation (to identifg th

FOLD-growth algorithm

FOLD-growth algorithm is the hybrid

truly interesting patterns representing knowledgeersion of frequent pattern (FP-growth) algorithm.
based on some interestingness measures) a”ﬂOLD-grovvth, l-itemsets () and 2-itemsets @)
Knowledge presentatio_n (Where_ visualization and 51 pe found promptly by using the Support-Ordered
knowledge representation techniques are used tqyee algorithm because there is no need to scan the

present the mined knowledge to the user).

database. We apply FP-growth to discover the rest o

_ Data mining involves an integration of ihe frequent itemsets. The FOLD-growth algorithm is
techniques from multiple disciplines such as daeba 45 foliows:

and data warehouse technology, statistics machine
learning, high performance computing, pattern

recognition, neural networks, data visualization,

information retrieval, image and signal processing,

and spatial or temporal data analysis.[1]

31 Mining frequent patternsand
Associations

Frequent patterns, as the name suggests, are
patterns that occur frequently in data. There aagaym
kinds of frequent patterns, including itemsets,
subsequences, and substructures. A frequent itemset
typically refers to a set of items that frequently
appear together in a transactional data set. Mining
frequent patterns leads to the discovery of intargs
association.

Association rule mining finds interesting
association or correlation relationships amonggela
set of data items. The discovery of interesting
association relationships among huge amounts of
business transaction records can help in many
business decision making process. Association rule
mining is a two- step process.

1 Find all frequent itemsets : By definition,
each of these itemsets will occur at least as
frequently as a pre-determined minimum
support count.

2 Generate strong association rules from the
frequent itemsets: By definition, these rules
satisfy minimum support and minimum
confidence.

Algorithms that calculate association rules work
in two phases. In the first phase, all combinatiohs
items that have the required minimum support (dalle
the "frequent itemsets") are discovered. In th@sdc
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1. Use the SOTrielT to quickly discover;L
and L
ifLi= dand VL=0O
then Terminate algorithm
end if
for transaction € D do
Remove items that will not contribute tq, L
where k>2,using Land L,
Sort items in support descending order
Construct/Update the FP-tree with trimmed
and sorted T
9. end for
10. Run FP-Growth algorithm on constructed

FP-tree

With the SOTrielT, L and L, can be

quickly found and they can be used to further
prune the transactions that are used to
constructed FP-tree. Hence, only one database
scan is needed to start building the FP-tree. If
L, is not found, we can terminate the algorithm
immediately because all possibly frequent
itemsets, n this case;lare already found.
Therefore, since FOLD-growth uses SOTrielT,
it can be said to be more incremental than FP-
growth to a certain extent even through FOLD-
growth itself is not incremental.
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Support-Ordered Trie Itemsets
(SOTrielT)

The Support-Ordered Tree is constructed by

extracting 1l-itemsets and 2-itemsets from all
transactions and using them to update the Support-



Ordered Tree. Figure 1 shows the Support-Orderedhe sets of frequent items (1-itemsets) and their
Tree built from a sample database with just foursupport counts (frequencies). The set of frequent
transactions. The tree is ordered by support countitems is sorted in order of descending support toun
The bracket number beside a node's label denates thAn FP-tree is then constructed is follows: First,
support count. It nodes are support-ordered and havcreate the root of the tree, labeled with “nullta8 a

two levels of nodes (excluding the special ROOT database is second time. The items in each

node). transaction are processed in L order (i.e., sorted
according to descending support count), and a branc
TID ltems is created for each transaction. In general, when

considering the branch to be added for a trangactio
the count of each node along a common prefix is

100 AC incremented by 1, and nodes for the items following
200 BC the prefix are created and linked accordingly. The
300  ABC tree obtained after scanning all of the transastion
400 ABCD with the associated node-links. In this way, mining

frequent patterns in databases is transformedab th
of mining the FP-tree. The FP-tree is mined as
Roof follows. Start from each frequent length-1 patterns
(as an initial suffix pattern), construct its camatial
pattern base (a “sub-database,” which consisthef t
set of prefix paths in the FP-tree co-occurringhwit

C(4) A(3) B(3) D(1) the suffix pattern), then construct its conditiof&-
tree, and perform mining recursively on such a.tree
/\ The pattern growth is achieved by concatenation of

the suffix pattern with the frequent patterns gatest

from a conditional FP-tree.
The FP-growth method transforms the

D(1) C(3) B(2) D(1) C(33) D(1) problem of finding long frequent patterns to

searching for shorter ones recursively and
Figure 1: Support-Ordered Tree constructed from  concatenating the suffix. It uses the least of deey
sample database items as a suffix, offering good selectivity.

The main strength of the Support-Ordered Tree
lies in its speed in discovering [1-itemsets) andL 4. Flow of the proposed system
(2-itemsets). L..and o can be found promptly This system aims to analyze which car type
because there is no need to scan the database. In .

" ) and car parts are most frequently repaired by aiser
addition, the search (depth-first) can be stoppea a

. . to understand how to extract the frequent pattern
particular level the moment a node representing a_. . . .

. . mining from transaction database using FOLD-
non-frequent itemset is found because the nodes arg )
rowth theory. Figure 2 shows flow of the proposed

all support-ordered. Another advantage of the
SOTrielT is that it can be constructed online,

meaning that each time a new transaction arrives, a | Shat ‘

S
the SOTrielT can be incrementally updated. It S
. . L. Access database
requires for less storage space than a tire bedgisse ;
only two levels deep and can be easily stored th bo Tupul mmsupport
memory and files. [2] L ndmacontience
. B _,| Run SOTseIT
Transactional
database | ’-'-
3.22  Frequent Pattern Growth( FP-growth) D e

Mo of itemset < =g
-

~ Fala:

Frequent-pattern tree (FP-tree) structure is
an extended prefix-tree structure for sorting
compressed, crucial information about frequent
patterns. An efficient FP-tree based mining method: '
FP-growth is mining the complete set of frequent | End |

patterns by pattern fragment growth. Figure 2: Flow of the prbposed system
The first scan of the databaséich derives

Eesult |



In Figure 2, accessing database phase
consists of inserting new data and deleting
transactions. In analysis phase, user input minimun
support and minimum confidence thresholds. Then,
the system runs the Support-Ordered Tree (SOTrielT
algorithm. If the user want to know 1-itemsets er 2
itemsets, the system show result that satisfy
minimum support and minimum confidence without
using the FP-growth algorithm. The SOTrielT allows
l-itemsets and 2-itemsets to be discovered withou
computation and without database scans anc
regardless of the support threshold. So, the SOTrie
algorithm can quickly discover the access pattern.

If the user want to know more than 2-
itemsets, the system apply FP-growth algorithm
using the result of SOTrielT and show result that,
satisfy minimum support and minimum confidence. Figure3: Analysisof car type and repair part

The method substantially reduces the search costs.

Analysing ion by Car Type and Repair Part
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If the user want to know frequent itemsets
(pair of frequently repaired parts) for a car tyfle
system run FP-growth algorithm by using the result
of SOTrielT algorithm. With the SOTrielT, 1-

The system is implemented for discovering itemsets and 2-itemsets can be quickly found and

and analyzing car types and car parts which ardhey can be used to construct the FP-tree. Hence,
frequently repaired by the users. It is developgd b Only one database scanning is needed to conshreict t
using Microsoft C#.Net and MySQL Server 2005 for FP-tree. After database scanning, items in the
data storage. The system based on transactiomg usi transactions are sorted according to the order-of 1
between 1-year. The transaction database condists gemsets.These sorted items are used to constrect t
tr:rtzactlon ID, Car type, Usage type and Repaifep yee Fp-growth then proceeds to recursivelyemin
parts. In this system, there are four analysis typesFP—tree of decreasing size to generate frequent

such as car type, repair part, car type and reyzair itemsets without candidate generation and database
and frequent patterns (pair of frequently repairedSCanning. Conditional pattern base of the FP-tree
parts). In Analysis phase, user input minimum which consists of the set of frequent itemsets

support and minimum confidence thresholds. If theoccurring with the suffix pattern. The layout ofth

user want to know analysis by car type or analygis  association rules for the analysis by frequentepatt
repair part or analysis car type and repair ghs, in Figure 4

system run the SOTriel T algorithm.

First, all transactions are mapped onto a tree
structure. The nodes in the first level are camrsyp \ Assoiaton ule Miningusing FP-Growth
and the nodes in the second level are repair part EI—
associated car types in the first level. This magpi
involves the extraction of the transaction itemsl an
the updating of the tree structure. The tree sfrect
contains all the support counts of items beside the gm
tree node label.

To find frequent itemsets, the structure is
simply traversed using depth-first search. If teers
want to know car type, the system shows nodesein th
first level as result . If the users want to knapair
part, the system shows nodes in the second level ¢
result. Otherwise, the users want to know car type
and repair part, the system show result by using
depth-first search theory. The results of the syste
must satisfy user defined minimum support and
minimum confidence.

If the user analyze car type and repair part, The result of the system change depending
the system displays the layout of the analysis figge upon user defined minimum support and minimum

running the SOTrielT algorithm in Figure 3. confidence values. With minimum support as 10 and

5. | mplementation of the system

Figure 4: Analysis of frequent pattern
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0. Conclusion

This paper proposed Fast frequent itemsets
discovery known as the SOTrielT to enhance the
performance of association rule mining. Besides
being support independent, incremental, and space
efficient, it allows FOLD-growth, tailor-made
algorithm for the SOTrielT to perform faster than
FP-growth. The system give user the result for the
fast discovery of frequently repaired car type aad
parts, The system provide 1-itemsets and 2-itesnset
quickly using SOTrielT algorithm without using FP-
growth algorithm. Otherwise, the system gives itesul
for more than 2-itemsets by using FP-growth theory.



